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Sector 1:
aR = [45°, 90°]
bR = [0°, 67.5°]
gR = [-45°, 22.5°]

Sector 2:
aR = [0°, 45°]
bR = [-45°, 0°]
gR = [-90°, -45°]

Sector 3:
aR = [-22.5°, 0°]
bR = [-67.5°, -45°]
gR = [-90°, -67.5°]

Sector 4:
aR = [-67.5°, -22.5°]
bR = [-90°, -67.5°]
gR = [-67.5°, -22.5°]

Sector 5:
aR = [-90°, -45°]
bR = [-67.5°, 0°]
gR = [-22.5°, 45°]

Sector 8:
aR = [-45°, 0°]
bR = [0°, 45°]
gR = [45°, 90°]

Sector 9:
aR = [0°, 22.5°]
bR = [45°, 67.5°]
gR = [67.5°, 90°]

Sector 10:
aR = [22.5°, 67.5°]
bR = [67.5°, 90°]
gR = [22.5°, 67.5°]
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Je�ress Model for 
TDoA extraction

Only two of the binaural angles are required to determine the 
angle δ. As the Je�ress model presents low resolution for 
angles close to -90° or +90°, the two angles further from these 
regions are chosen, reducing the overall error of the system.
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Localization results (above) and angular error 
(below) of the stand-alone prototype

average error = 6.73°, maximal error = 20.41°

3D-printed wearable sound localization prototype, 
placed on the dummy head. It contains four INMP401 
MEMS microphones separated by 10 mm, powered by 
a CR2032 battery. The processing unit is not included in 
this early version.

Localization results (above) and angular error  
(below) of the prototype on the dummy head:
average error = 21.16°, maximal error = 158.77°

MMA8451Q accelerometer , fs = 12.5Hz, fc = 0.5Hz
Pitch: average = -1.72°, standard deviation = 10.79°

Roll angle: average = -1.57°, standard deviation = 8.74°
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Abstract: The sense of hearing can provide immediate information about remote events, even when outside of the �eld of vision and beyond obstacles, facilitating functioning 
in uncontrolled environments. Hearing impairment can thus have a huge disabling e�ect on an individual. This paper proposes a wearable self-contained dedicated device capa-
ble of full-plane sound localization. The system, shaped as a glass frame, uses only four microphones spaced by 10 mm, and is initially targeted at a resolution of 45°. The individual 
binaural angles are calculated by a process loosely based on the human hearing system. These angles are then combined in order to determine the �nal direction. A prototype 
of the proposed system was implemented using 3D printing and MEMS microphones. Experiments with the prototype in a reverberant environment show an error of 6.73° when 
it is tested standalone and 21.16° when tested in a dummy head.


